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Abstract 
 

A formula for the confidence interval of correlation coefficient based on the Fishers’ z-transformation, 
(where z = arctanh(r) and is used to convert the skewed distribution of sample correlation, r to a normal 
distribution) was applied to the age and systolic blood pressure of 20 individuals. Confidence intervals 
using percentile and bias-corrected and accelerated (BCa) bootstrap with 2000 replications were also 
obtained for the same sample sizes respectively. The interval lengths from the derived formula are 
0.5997, 0.5073 and 0.3297 for 20, 30 and 50 observations respectively. The interval lengths from the 
percentile bootstrap are 0.6223, 0.5303 and 0.3077, while interval lengths from BCa bootstrap are 0.6214, 
0.4958 and 0.3031 respectively. The interval length decreases as the sample size increases, giving a more 

accurate confidence interval. The derived formula gives a slightly shorter interval length for 20n  . 
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1 Introduction 
 
The correlation coefficient describes the degree and direction of relationship between two quantitative 
variables, [1,2].  A positive sign indicates a direct relationship, while a negative sign indicates an inverse 
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relationship.  The Pearson product-moment correlation coefficient formula r   is usually applied to estimate 
the population correlation coefficient, [3]. Since the population correlation coefficient is not known, it is 
important to estimate the interval within which it is expected to lie. This confidence interval has the property 

that if random sampling were repeated infinitely many times,  100 1 %  of the generated set of points 

representing the confidence interval will contain the true parameter, [4].  
 
The bootstrap method proposed by Efron and Tibshirani, [5], can be used to compute the confidence interval 
for the unknown correlation coefficient. Hall, [6], gives proof based on the Edgeworth expansion that the 
BCa method produces a confidence interval that is second-order accurate, irrespective of the distribution. 
Methods that provide confidence intervals without the need for Monte Carlo approximations to the bootstrap 
distribution for the estimator are found in [7] and [8]. Phuenaree and Sanorsap, [9], compared the 
performance of standard bootstrap and percentile bootstrap for different distributions. Tsagris et al. [10], 
examined the correlation coefficient in the bivariate Poisson and Negative Binomial distributions. The 
question of convergence of bootstrap estimates has also been of concern. The law of large numbers implies 

that 
2 2

BS S   almost surely as B  , where B  is the number of bootstrap samples and S  the 

standard deviation, according to Tsagris et al. [10]. Bickel and Freedman [11] did extensive work on the 
convergence of bootstrap distribution. 
 
In this paper, results from a formula for the confidence interval of the correlation coefficient based on the 
Fishers’ z transformation, [12], were compared to the results from bootstraps confidence interval methods 
for different sample sizes. The data used were obtained from Clinitek Medical Diagnostic Laboratories, 2018 
records. 
 

2 Fisher’s z Transformation 
 
The transformation due to Fisher, [12], expresses that the statistic 
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If X  and Y  are two random variables having a joint bivariate normal distribution with correlation 

coefficient  , then the  100 1 %  confidence interval for 
rz  is given by 

 

    2 21 3 1 3
rr z rz z n z z n                    (2.3) 

 

Based on this Fisher’s z transformation, substituting equation 2.2 in equation 2.3 will give: 
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Hence the  100 1 %  confidence interval for the correlation coefficient   is obtained as 
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3 Percentile Bootstrap 
 
From the original data,    1 1, ,..., ,n nx y x y ,  bootstrap data sets    1 1, ,..., ,n nx y x y   

 are generated 

with B  replications. For each of the B   replications    1 1, ,..., ,B BX Y X Y   
, we compute the Pearson 

product-moment correlation coefficients  1 ,..., Br r 
 . Based on these B  bootstrapped correlation values, the 

 100 1 %  bootstrap percentile interval for the correlation coefficient   is given by  
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is the   1 2B th  value in the ordered list of the bootstrap distribution of r
, [5].  

 

4 Bias-Corrected and Accelerated BCa Bootstrap 
 
The bias-corrected and accelerated bootstrap is an improvement of the percentile bootstrap where the 

interval limits are given by percentiles that depend on the accelerated, â  , and bias-correction 0ẑ  values. 

Thus the  100 1 %  BCa confidence interval for the correlation coefficient according to Efron and 

Tibshirani, [5] is given by 
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and 0ẑ  is computed directly from the proportion of the correlation coefficients of the B  bootstrap 

replications that is less than the correlation coefficient of the original sample data: 
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 The expression for the accelerated value â  is given by 
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5 Results and Discussion 
 
The Pearson product-moment correlation coefficient of age and systolic blood pressure of a sample of 20 

individuals gave, 0.6097r  . The 95% confidence limits for the correlation coefficient, using equation 2.5 

are  0.2289,0.8286 . The 95% percentile bootstrap confidence limits based on 2000 replications are  

 0.2280,0.8503  . The values of â  and 0ẑ  are respectively 0.011 and 0.00827 , and upon 

substitution into equation 4.2 gives    1 2, 0.0269,0.9780   . Thus the 95% BCa bootstrap 

confidence limits based on 2000 replications are  0.2326,0.8540 . Age and Systolic Blood Pressure of 

20, 30, and 50 individuals have been depicted in Appendix I.  
 

The sample was increased to 30 individuals and the Pearson correlation gave, 0.571r  .  The 95% 
confidence limits for the correlation coefficient,  , using equation 2.5 was computed to be 

 0.2655,0.7723 . The 95% percentile bootstrap confidence limits based on 2000 replications 

are  0.2676,0.7879 . The values of â  and 0ẑ  are computed to be ˆ 0.0173a   and 0ˆ 0.01z  , which 

when substituted in equation  4.2 yields    1 2, 0.0302,0.9798   . Thus the 95% BCa bootstrap 

confidence limits, based on 2000 replications are  0.2785,0.7743 . The BCa has an interval length of 

0.4958 which is slightly shorter than the interval lengths of the percentile bootstrap and that obtained from 
equation 2.5. However, the interval length based on Fishers’ z transformation is slightly shorter than that of 
the percentile bootstrap. The sample was also increased to 50 and the Pearson correlation coefficient was 
computed to be 0.654. The 95% confidence limits using equation 2.5, which is based on Fishers’ z 

transformation, are  0.4589,0.7886  with an interval length of 0.3297. The 95% confidence limits for 

the correlation coefficient based on percentile bootstraps with 2000 replications are  0.4812,0.7889 . 

For the BCa, the values of â  and 0ẑ  are obtained as    0
ˆ ˆ, 0.02,0.042a z  , resulting in 

   1 2, 0.0354,0.9833    upon application of equation 4.2. Hence, the 95% BCa confidence limits 

based on 2000 replications are  0.4949,0.7980   with an interval length of 0.3031. This indicates that 



 
 
 

John; JAMCS, 30(2): 1-8, 2019; Article no.JAMCS.45496 
 
 
 

5 
 
 

when the sample size is small, the interval estimate based on Fishers’ z transformation gives a better result 
than the percentile bootstrap. However, as the sample size increases, the percentile bootstrap performs better. 
The BCa bootstrap gives a more accurate result. 
 

Table 1. 95% confidence interval and interval length 
 

n Method Lower                  Upper 
Limit                    Limit 

Interval 
Length 

 
20 

Based on Fishers’ 
Percentile bootstrap 
BCa bootstrap 

0.2289                  0.8286 
0.2280                  0.8503 
0.2326                  0.8540 

0.5997 
0.6223 
0.6214 

 
30 

Base on Fishers’ 
Percentile bootstrap  
BCa bootstrap 

0.2655                  0.7723 
0.2676                  0.7879 
0.2785                  0.7743 

0.5068 
0.5203 
0.4958 

 
50 

Fishers’ 
Percentile bootstrap 
BCa bootstrap 

0.4589                  0.7886 
0.4812                  0.7889 
0.4949                  0.7980 

0.3297 
0.3077 
0.3031 

 

6 Conclusion 
 
The result from confidence interval formula derived from Fishers’ z transformation compares favourably 
with the bootstrap confidence interval methods, namely percentile bootstrap and BCa bootstraps for a sample 
size of 20. However, as the sample size increases to 30, and finally to 50,  the BCa gives a better and more 
accurate confidence interval for the correlation coefficient. 
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APPENDIX I 
 

Age and Systolic Blood Pressure of 20, 30, and 50 individuals 
 

Age Systolic blood pressure 
61 
48 
32 
38 
40 
57 
46 
42 
51 
54 
48 
53 
69 
36 
60 
55 
43 
39 
36 
46 

150 
100 
100 
110 
130 
140 
110 
140 
140 
130 
120 
130 
160 
120 
140 
150 
160 
130 
120 
140 

 

Age Systolic blood pressure 
61 
48 
32 
38 
40 
57 
46 
42 
51 
54 
48 
53 
69 
36 
60 
55 
43 
39 
36 
46 
42 
40 
52 
64 
53 
58 
70 
60 
60 
37 

150 
100 
100 
110 
130 
140 
110 
140 
140 
130 
120 
130 
160 
120 
140 
150 
160 
130 
120 
140 
120 
150 
120 
140 
140 
160 
150 
140 
120 
100 

 

 
Age Systolic blood pressure Age Systolic blood pressure 
67 
40 
47 
60 
55 
37 
43 
50 
60 
30 
39 
36 
46 
42 
40 
33 
52 

160 
120 
130 
140 
150 
100 
160 
170 
120 
110 
130 
120 
140 
120 
130 
100 
120 

70 
75 
65 
52 
55 
61 
48 
32 
38 
40 
57 
37 
46 
42 
51 
60 
54 

150 
160 
150 
140 
160 
150 
100 
100 
110 
130 
140 
90 
110 
140 
140 
110 
130 
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Age Systolic blood pressure Age Systolic blood pressure 
64 
41 
40 
50 
60 
53 
58 
39 

140 
150 
140 
110 
140 
140 
160 
130 

32 
30 
30 
48 
53 
69 
54 
36 

100 
100 
110 
120 
130 
160 
160 
120 
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